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Summary

This document describes the Component Frameworkelmgntation (CFI) prototype. The

D.CFL.05 prototype which is an improved versiontbé early prototype released in the
D.CF1.02 deliverable. This prototype is the firghplementation of the GCM component

model [1].

The new features provided by the CFI prototypelisted and briefly described in the first
part of this document. In addition, a separate ¢ibmtains the early documentation fully
describing all the CFI and showing how to make oféhis prototype. The documentation

contains:

* A user guide explaining how to create primitive @oethposite components.

« Documentation of each feature included in the CFI.

* Documentation of the GCM deployment framework whighplement ETSI

standards.
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1 Introduction

This document describes the deliverable D.CFI.0&, the prototype of the Component
Framework Implementation (CFI). The current impletagion of the CFI provides the basic
features defined by the CoreGRID NoE project in@@M [1]. This prototype is built upon
the ProActive Grid Middleware [2] which featuresramework for transparent asynchronous
communication between Active Object [3].

CFI users do not need to know the Active Objectgpaoming model and the ProActive
middleware to start to use the CFI since the avaaif components and access to components
rely on standard Fractal/GCM API. The current impdatation of the CFI provides the basic
features defined in the GCM model. The D.CFl.02véehble [4] contains a description of
the features included in the previous CFI releaBedhermore, we explained how ProActive
Is used to provide an implementation of the GCMha D.CFI.03 [7] which described the
architectural design of the CFIl. The source codtie, ltiinaries and the whole ProActive
documentation are packaged in the D.CFI.05-bungléle.

In this document, we describe the changes madkernmplementation since the D.CFI.02
released. In addition, this deliverable contaires@fr| early documentation.

2 CFl early documentation

To ease the distribution of the document in difféerformat (PDF and HTML) we use the
DocBooK technology. As a consequence we can not includedtcumentation in this
document. The CFI early documentation is availabla separate file, D.CFI.05_CFl-early-
documentation.pdf. The CFI features implementedil unbw are documented. The
documentation contains:

* Documentation of the GCM deployment framework whighplement ETSI
standards.

» Technical documentation describing how to use éaature included in the CFI.

* A tutorial providing a user guide explaining howdreate primitive and composite
components along a simple example.

This documentation related to features developeatarframe of GridCOMP is also available
in the ProActive user documentation.

Among all the features described in the documentative provide in this section an
overview of the major changes included in the Qkirty the second year of GridCOMP. The
documentation contains in details the complete rgggmn of these features. Apart from a

! DocBook is an XML language for technical documéatg http://www.oasis-
open.org/docbook/
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consistent number of bugs fixed, a lot of new feeguhave been implemented. As major
improvements, we can list: the new GCM deploymeamtntwork; and improvements in the
collective interfaces. The other new features ataikkd in the last part of this section.

2.1 GCM deployment

Until now the CFI was using the ProActive deploymé&amework. This framework has
several drawback and do not provides a fully andyeimteroperable way to deploy
application on a grid as required in the GCM défom. The main defects are the complexity
to write deployment descriptors and the incapaacitgasily reuse already written deployment
descriptor files with another application or intrasture. A new framework, named “GCM
deployment”, has been designed and implementece&d those requirements.

To ensure an interoperable deployment, we havenelifiand implemented two ETSI
standards. These technical specifications divided#gployment in two parts:

* “GCM Interoperability Deployment” for grid administtors.

* “GCM Interoperability Application Description” fahe application developers.
In the previous deployment used, i.e. the ProActieployment, the grid part and the
application part were not separated. Thus, this deployment is useful in order to have a
clear separation between grid administrators whowkthe grid and application developers
who know their application.
With the "GCM Interoperability Deployment”, the auhistrator describes all the resources
provided by the grid and how they are acquired. ther"GCM Interoperability Application
Description”, the developer describes the needsalrees, the way to launch the application
and which deployment descriptor(s) must be usets dibar separation allows users to easily
reuse thesame deployment descriptors describing given grids.

The change of deployment framework slightly impabts rest of the GCM implementation.
The major changes were in the Fractal ADL [5] inmpéatation. For backward compatibility
it supports both ProActive and GCM deployment framok. Also, old methods using the

org.objectweb.proactive.core.descriptor.data.VirtualNode class are no longer supported

since it has been removed for implementation reasma in order to avoid confusion with

the new VirtualNode class. Those methods have bsgaced and now use array of nodes.
Now, you can still refer to a given virtual nodefided in deployment files by its name and

retrieve single node or array of nodes from it.

2.2 Collective interfaces improvements

2.2.1 Multicast interfaces

Within the context of the collaboration with the W/Partners from University of Chile,
multicast interfaces have been improved.

When calling a method on a multicast interfacesoiine of the parameters of this method are
lists of values, we have seen in D.CFI.02 thatehgwarious ways to distribute these values:
broadcast, one to one, round robin or a custom mibde more modes have been added:

* Random, which distributes each element of theofistalues in a random manner.
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* Unicast, which sends one value of the list of pai&ns to only one of the connected
server interfaces. The index of the argument tadsamd the server interface are
specified by using a custom controller that extends

org.object.proactive.core.component.controller.MulticastController.

As a reminder, collective interfaces give the posty to manage a group of interfaces as a
single entity. Therefore, collective interfaces tise group communication principle. First
step is the partitioning of parameters accordinght® distribution mode. A set of tasks is
generated, corresponding to the given partitiosicigeme. The dispatch operation follows; it
maps generated tasks to connected server interfasexy one of the available dispatch
modes, like for parameters dispatch: broadcastdaabin, random or custom. Now, a new
mode is available: dynamic. With this mode, bufferasks are statically allocated to
connected server interfaces using the default ailmec mode. Then, remaining tasks (un-
buffered) are dynamically allocated to most appeiprconnected server interfaces which
increases the global performance of the execution.

Finally, the last improvement made is a reductioachanism. Usually, when calling a
method on a multicast interface, the provided teduhere is a result, is a list of values. But,
with the reduction mechanism, developer can chtmseduce the received results, i.e. gather
and/or perform some operations on the list of \glder instance compute the average on a
list of int and eventually return a double as rednl order to use it, the specific annotation
org.objectweb.proactive.core.component.type.annotations.multicast. Reduce must be

set at the method level and must specify the mode tused. Two modes are available:
» Select unique value, which considers that theclisttains just one value and returns
this value.
» Custom, which allows the developer to define itsi@eduction algorithm.

2.2.2 Gathercast interfaces

By default, an invocation coming from a gatherdastrface can be created and executed
when all connected client interfaces have perforarethvocation on it. The timeout mode of

org.objectweb.proactive.core.component.type.annotations.gathercast.MethodSynchr

o annotation already allows users to have a timegosight of avoid that gathercast interfaces
wait indefinitely for requests from all connectdgkit interfaces. An additional functionality

has been implemented for the gathercast interfsyeshronization and thidethodSynchro
annotation has been extended in order to relaxsyhehronisation constraints on gathercast

interfaces. By specifying the newaitForAll mode of theMethodSynchro annotation to

"false", the developer can choose to have a gabkensterface which will create and execute
an invocation on the first request received frong ahthe connected client interfaces and
therefore to not wait requests from other connectedt interfaces. Actually, this provides to
gathercast interfaces a symmetrical behaviourdarthlticast unicast mode.
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2.3 Other changes
In order to add the possibility of having Non Fuoial prioritized requests, a new controller
has been implemented: org.objectweb.proactive camgonent.controller.PriorityController.
This feature has been added to solve issues oaguor instance during reconfiguration or
for autonomic features developed in the WP3. Utling)feature, non functional requests may
have a different priority and can pass other refguesthe queue. Thus, in a first step, the
request types have been extended and a priorigr ¢vas been decided. Now, by using the
priority controller to manage the priority of eactethod exposed by a component, requests
can be:
* Functional requests, which always go at the ertefjueue.
« Standard Non Functional requests (NF1), which gtsat the end of the queue.
* Non Functional prioritized requests (NF2), whiclm geass the Functional requests but
not pass the other Non Functional requests.
* Non Functional most prioritized requests (NF3), ahhican overtake all the other
requests.

A first support for stream ports has been added.dvailable by using the new Java interface
Streaminterface as a tag on the java interfacenitiefi of a component interface. Now,
during instantiation of a Fractal interface tydee tmplementation ensures for each interface

implementing theStreaminterface that all methods it defined have a void returnueal

otherwise the type creation failed. At the momehgre is no specific communication
optimization, the provided stream interfaces jukivato express in the design the stream
behaviour of a port.

Another major improvement is the possibility to damon functional components, i.e.
components managing non functional aspects puhénmembrane. This feature allows
developer to create controllers of a componentaasponent themselves. It offers a way to
structure the membrane with non-functional comptsenstead of standard Java object.
Using non functional components, developer takesm@age of the structure, the hierarchy
and the encapsulation provided by a component-despproach.

Henceforth, composite components can have an w@#ribontroller. Previously, composite
components could not have an implementation cldssv, one exception is allowed: if a
composite component has an attribute controllerefbee an implementation class can be

provided. This implementation class has to implentiemAttributesController interface.

To simplify some part of the implementation tB®mponentParameters controller has
been removed. The methods it featured are noweilCtmponent controller.

3 Perspectives & Conclusion

As listed in the D.CFI.02 deliverable and in thisliderable itself almost all the features
defined in the GCM have been implemented. All baGCM features, primitive and
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composite components, single and collective bingind\DL and deployment are
implemented. During the upcoming final 6 monthstlbé GridCOMP project, we will
continue to refine the component framework protetyp
The ongoing works are:

» Extension of the component packaging informatioaddition to ADL.

 Enhancement of the collective interfaces, in paldic the synchronisation and
reduction capabilities for gathercast cardinality.

* Implementation of a component monitoring API whisimeeded for GCM autonomic
features and will provide more information to usethe GIDE [6] tool.

» Completion of the GCM deployment framework to imggdhe interoperability.
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